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Sistem Ramalan Darjah Kejelasan Pertuturan Dalam Kelas Bagi Kelas Yang 

Diperkuatkan Ucapan Hadapan-Belakang Berasaskan Ciri-ciri Audio 

 

ABSTRAK 

 

 

Kebolehfahaman pertuturan bilik darjah adalah ukuran bagaimana ucapan atau 

perkataan difahami di dalam kelas. Ia adalah satu ukuran kualiti ucapan di dalam 

kelas. Pelbagai kaedah telah dicadangkan oleh beberapa penyelidik untuk 

meningkatkan kebolehfahaman pertuturan. Walau bagaimanapun, kaedah yang 

dicadangkan berkesan hanya dalam peringkat reka bentuk bilik darjah, kerana 

pelaksanaan dalam bilik darjah 'lama' adalah mahal dan memakan masa. Oleh itu, 

amplifikasi ucapan dilaksanakan untuk menangani masalah tersebut.Terdapat beberapa 

kaedah yang dicadangkan oleh pakar audio tentang bagaimana untuk menetapkan 

sistem di dalam kelas, untuk memaksimumkan kebolehfahaman pertuturan. Walau 

bagaimanapun, kaedah yang dicadangkan memakan masa dan agak rumit. Jadi, sebagai 

alternatif, penyelidikan ini telah mencadangkan audio-ciri ucapan kebolehfahaman 

sistem berasaskan ramalan. Matlamat kajian ini adalah untuk membangunkan sistem 

ramalan ucapan kebolehfahaman pintar dengan menggabungkan ciri-audio (rolloff 

spektrum (SR), sentroid spektrum (SC), kuasa (PO), kadar sifar-lintasan (ZCR), tenaga 

dalam masa yang singkat (STE)) dan Pengelas (rangkaian neural penghantar 

kehadapan (FFNN), rangkaian ELMAN (ENN)). Bagi mencapai matlamat tersebut, 

kajian ini telah mengumpul sampel data yang terdiri daripada rakaman ucapan dalam 

bilik darjah yang diperkuatkan ucapan, serta sifat-sifat fizikal. Pengukuran itu 

dilakukan dengan lapan bilik darjah yang berlainan di UniMAP, dan protokol 

pengukuran diperoleh daripada kajian terdahulu dan standard akustik. Data yang 

dikumpul telah dianalisis menggunakan kaedah statistik seperti analisis deskriptif dan 

ANOVA. Data telah diproses terlebih dahulu untuk membantu proses pengekstrakan 

ciri audio kemudian.Isyarat sebelum diproses kemudiannya menjalani proses 

pengekstrakan ciri untuk mengekstrak ciri-ciri audio. Dalam kajian ini, lima jenis ciri-

ciri audio telah dipilih, dan setiap ciri ini kemudiannya digabungkan dengan data ciri 

fizikal bilik darjah sebagai input Pengelas bereksperimen. Hasilnya, didapati bahawa 

ciri-ciri audio PO menghasilkan ketepatan yang terbaik, tanpa mengira jenis Pengelas 

apabila dibandingkan dengan ciri-ciri lain. Di akhiran, sistem antara muka untuk ciri 

audio berasaskan bilik darjah ucapan ramalan sistem kebolehfahaman 

dibangunkan. Tambahan pula, pangkalan data kelas pengukuran kebolehfahaman 

pertuturan menggunakan mikrofon tunggal telah disusun. 
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Classroom Speech Intelligibility Prediction System for Front-Rear Speech 

Amplified Classroom Based On Audio Features 

 

ABSTRACT 

 

 

Classroom speech intelligibility is a measure of how well a speech or word is 

understood in the classroom. It is a measure of the speech quality in the classroom. 

Numbers of methods have been proposed by various researchers to improve the 

speech intelligibility. However, the proposed methods are effective only in the design 

stage of the classroom, as implementation in the ‘old’ classroom is costly and time 

consuming. Thus, speech amplification is implemented to tackle such problems. There 

are methods suggested by audio expert on how to properly setup the system in the 

classroom, in order to maximize the speech intelligibility. However, the methods are 

rather complicated and time consuming. So, as an alternative, this research has 

proposed an audio-feature based speech intelligibility prediction system. The goal of 

this research is to develop an intelligent speech intelligibility prediction system by 

combining audio-features (spectral rolloff (SR), spectral centroid (SC), power (PO), 

zero-crossings rate (ZCR), and short time energy (STE)) and classifiers (feed forward 

neural network (FFNN), Elman network (ENN)). To achieve the goal, this research 

has collected data samples which comprises of speech recordings in the speech 

amplified classrooms, as well as the physical properties. The measurement was done 

in eight different classrooms in UniMAP, and the measurement protocol was derived 

from the previous researches and acoustic standards. The data collected were then 

analyzed using statistical approach, such as descriptive analysis and ANOVA. The 

data were then pre-processed to assist the later feature extraction process. The pre-

processed signals were then undergone feature extraction process to extract the audio 

features. In this research, five types of audio features have been selected, and each 

feature is then combined with the classroom’s physical feature data as inputs of the 

experimented classifiers. As a result, it was found that audio feature PO yield the best 

accuracy, regardless the type of classifiers when compared to the other features. At the 

end, the interface system for the audio feature-based classroom speech intelligibility 

prediction system is developed. Moreover, a database of classroom speech 

intelligibility measurement using single microphone was compiled. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1 Research Overview 

Speech intelligibility (SI) can be defined as the match between the intention of 

the speaker and the response of the listener to the speech passed through the 

transmission system (Kent, 1992). For any classroom or teaching facility, it is necessary 

to make sure that sound is distributed sufficiently to all listeners in order to have 

optimum SI (Nabelek & Nabelek, 1985). Optimum SI is considered achieved when a 

listener hears the words correctly uttered by a speaker and the word is not mistaken with 

any other word (Weil, 2003). For example, a person might speak with an accent but still 

be understood by a listener who is face-to-face with the talker. The accent might be a 

distortion in communication, but as long as the listener understands the message, the SI 

is established.  Several studies reported that classrooms with high level of SI yields high 

performances students (Ross & Giolas, 1971; Elliot, 1979; Lukas et al., 1981; Bradley, 

1986; Berg et al., 1996). 

Methods have been introduced to enhance the SI in the classroom (ASHA, 1995; 

ANSI, 2002). However, most of the methods presented are only cost effective when 

implemented at the stage of classroom design (ATS&R, 2005). Renovation of an 

established classroom requires high expenditure. Moreover, the acoustical requirements 

such as the length, height, and width of the classroom must be chosen carefully to 

obtain classroom with optimal SI. 

 

 

 

 

 

 

 

 

 

 

 

©
 Th
is 
ite
m 
is 
pr
ot
ec
te
d b
y o
rig
ina
l c
op
yri
gh
t 



2 

 

As acoustic renovation is expensive, people opted into speech amplification. The 

speech amplification system implements the use of microphone and loudspeakers to 

‘amplify’ the speech, or any words spoken by the lecturer through the microphone. The 

ultimate goal of amplifying the speech in the classroom is to make sure that the 

broadcasted speech is equally distributed across the classroom (Berg, 1993). It is the 

simplest and the easiest way to enhance the learning experience in the classroom, and 

was found effective (Bess et al., 1984; Ross, 1986; Crandell & Smaldino, 1992). 

However, it is important to note that speech amplification does not solely amplify the 

speech, as it also amplifies the noise in the process (Crandell et al., 2005). Thus, a 

proper setup for the amplification system is required. Several methods have been 

suggested by audio experts (Davis et al. 1988; Infrastructure, 2004; Rives, 2008). 

However, the method is rather complicated and time consuming. 

As an alternative, this research proposed an audio feature-based classroom SI 

prediction system for speech amplified classroom. In this research, audio samples of 

different signal-to-noise ratio level were collected using sound level meter. Statistical 

analysis and subjective measurement were done to validate the data collected. 

Extraction of audio features was done from the collected audio samples and was used as 

parts of the input features of experimented classifiers. In the end, a graphical user 

interface (GUI) system has been developed using the best trained classifier to represent 

the audio feature-based classroom SI prediction system for speech amplified classroom. 
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1.2 Problem Statement 

There are number of problems found that motivates this study. First is the need 

for acoustic assessments in Universiti Malaysia Perlis (UniMAP). UniMAP campus is 

still under development. Currently, many of the teaching facilities are situated in the 

rental-basis building, which either a multifunctional hall or renovated shop. Next is the 

complexity of acoustic assessment technique. Acoustic assessment is rather complicated 

as it requires careful planning, considerations, the right equipments, and time 

consuming (ANSI, 2002). Thus, to assist in classroom design stage, intelligibility 

prediction technique is proposed. However, in literature, many of the studies 

concentrated on the conventional type classroom which does not require the speech 

amplification system (Hodgson et al., 1998; Bistafa & Bradley, 2000; Bistafa & 

Bradley, 2001).  

 

1.3 Objectives of the Research 

The objectives of the research are as follow: 

(1) To assess the quality of speech in the sound amplified university classrooms by 

collecting real time data using single microphone based on acoustic standards. 

(2) To identify the best audio feature for audio feature-based SI prediction, by 

measuring the performance of different type of audio feature. 

(3) To develop a graphical user interface (GUI) system for audio feature-based 

classroom SI prediction using the best trained classifier, in MATLAB platform. 
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1.4 Scope 

The main scope of this research is on the speech amplified classrooms, which 

can be found in most university classrooms. This research implemented the use of 

electro-acoustic equipments such as loudspeakers and amplifiers during the data 

collection. With the data collected, the research applied several signal processing 

technique to extract the audio features. Comparisons were made to determine the best 

audio features and for SI prediction.  

 

1.5 Thesis Organization 

This dissertation is organized into six chapters, and the summary of each chapter 

is as follows: 

Chapter 1 provides a brief introduction of the research. This chapter also discuss 

on the problem statements, the objective of the research, the research contribution as 

well as overview on how the whole thesis is organized. 

Chapter 2 describes the theoretical studies and research background for this 

thesis. It starts with the basic theory on human hearing to the perception of sound in the 

classroom. This chapter also discuss on the previous researches related to the thesis title. 

Chapter 3 concentrates on the data collection process in the research. Every 

detail in the data collection such as measurement protocols and the instruments used is 

discussed in detail in this chapter. The subjective measurement is also described at the 

end of the chapter. 
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Chapter 4 describes the signal processing, feature extraction, and classification. 

In this chapter, the signal processing and feature extraction technique used in the 

research is briefly described. This chapter also describes the classifiers algorithms that 

were used in this research. 

Chapter 5 discuss on the results obtained in the research. The results include data 

statistic and audio feature performances. Comparison on the performance of each audio 

feature was made and the developed Graphical User Interface (GUI) is briefly 

elaborated. 

Chapter 6 concludes the research. In this chapter, the limitations and 

recommendations for future work is briefly discussed. 
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CHAPTER 2 

 

INTRODUCTION TO CLASSROOM ACOUSTICS 

 

2.1 Introduction 

This chapter will describe the studies related to the studies on SI. The chapter 

starts with the fundamental of human hearing and speaking, where the structure and 

mechanism are briefly discussed. In addition, the fundamental of human speech is also 

described. 

The chapter will then continue with the studies on SI. In this section, the 

problems in classrooms acoustics are highlighted and the previous studies on SI are 

discussed. 

This chapter will also describe the factors that affect the SI and standards and 

guidelines that have been developed to control SI in the classrooms. The SI evaluation 

method is also described in this chapter, which focused on the calculation of Speech 

Transmission Index (STI) and Rapid Speech Transmission Index (RASTI).  

The final part of this chapter will discuss on the loudspeaker arrangement in the 

classroom. There are two type of arrangements proposed, and both arrangement are 

compared. At the end, the summary of this chapter is presented. 
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