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Abstract-We propose a new technique to recognize the unknown 
person in grayscale face images for which the position, scale and 
image-plane rotation of the face are unknown. The proposed 
system detects the iris of both eyes and normalizes the position, 
scale and image-plane rotation of the face using iris positions. The 
algorithm measures the degree of matching between the image 
and the face template of each person using normalized cross-
correlation value. Recognition of a human face is done using the 
highest degree of matching.  
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1. INTRODUCTION 
 
Recognition of human faces has many applications such as 

security systems, mug shot matching and model-based video 
coding. There are two approaches for face recognition: 
template based approach [1]～[3] and feature based [1], [4].  

In this paper, we propose a template-based face recognition 
system. The proposed system can be applied to a face image in 
which the position, scale and image-plane rotation of the face 
are unknown. The proposed system first detects the irises of 
both eyes and then normalizes the position, scale and image-
plane rotation of the face using the positions of the irises of 
both eyes. 

The iris is a darker region than its surrounding and the shape 
of the iris is a circle. Using these properties of the iris, the 
proposed system measures the iris-likeness of each blob. In 
addition, the proposed system measures the iris-likeness of 
each blob-pair using a template of both eyes obtained by 
cutting off the region of both eyes from a face image. 

 
2. THE PROPOSED FACE RECOGNITION SYSTEM 

 
We assume the followings about the input image.  
1)  The image is an intensity image. 
2)  The image is a head-shoulder image with plain 

background and the face in the image is a frontal face. 
3)  The size and the image-plane rotation of the face in the 

image are unknown although their lower bounds and upper 
bounds are given in advance. 

4)  The irises of both eyes appear in the image. 
Below, we show the face recognition system proposed in this 

paper. 
 

2.1. Modeling stage 
For each person, we prepare an intensity image of his frontal

face and cut off a region consisting of both eyes and eyebrows
from the image. The region is called the face template of the
person and is denoted by T(u,v), 0≦u≦m－1 and 0≦v≦n－1
We prepare another template TE(u,v), －p≦u≦m－1+p and －
p≦v≦n－1+p, for each person. (p was set to 10). The
template TE is called the extended template.  

 
 

 
 

Figure 1. The positions of the irises of both eyes detected by the iris 
detection algorithm from input image 

 
2.2. Face recognition stage 

(1) Extract the irises of both eyes of the unknown person
in the input image using the algorithm shown in the next
section. Let (x1, y1) and (x2, y2) denote the positions of the
irises of the left and right eyes (see Fig.1). 

(2) For each person in the database, do the following
substeps (2-1) to (2-4). 

(2-1) Let (u1, v1) and (u2, v2) denote the positions of the
irises of the left and right eyes in the face template of the
current person. Then, apply an affine transform to the input
image so that the positions of the irises (x1, y1) and (x2, y2) in
the input image have the coordinates (u1, v1) and (u2, v2) in the
new image. 

(2-2) Let TE(u,v), －p≦u≦m－1+p and －p≦v≦n－1+p,
denote the extended template of the current person. Then, cut
off a window W(u, v), －p≦u≦m－1+p and －p≦v≦n－
1+p, from the input image after transformation. 
Moving the face template T over the window W, compute the
normalized cross-correlation value C by     
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WT denotes a patch of W matched to T. E(T) and σ(T) are 
the average and the standard deviation of the intensities of 
pixels inside T. E(WT) and σ (WT) are similarly defined. 
E(TWT) denotes the average of the pixels-by-pixel products of 
T and WT. 

(2-4) Find the maximum value of C over all pixels inside W 
and let the maximum value of C denote the degree of match 
between the current person and the input image. 

(1) Find a person that has the best match to the input 
image. We determine this person to be the unknown person in 
the image. 

   
3. DETECTION OF THE IRISES 

 
For each pixel (x,y) inside the face region, the algorithm 

computes a cost C(x, y) by 
C(x,y) = C1(x,y) + C2(x,y)                (2) 

Let S(x,y) denote the square region with center (x,y) and 
side-length d. Then, C1(x,y) is given by 
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Vr(j) and Vc(i) are the mean crossing numbers of row j and 
column i which are defined as follows. 

Let I(i,j) denote the intensity values of pixels (i,j) in the 
image. Then, for each row j, Vr(j) represents the number of 
pixels ( i , j ) ,  x－d/2≦i≦x+d/2, such that one o f the  I( i－
1,j )  and I ( i , j )  is  grea ter  thanμplus K and  the  other is 
smal ler  thanμminus K whereμis the average intensity of 
pixels (i,j),  x－d/2≦i≦x+d/2 and K is a constant. Vc ( i)  
denotes the number of pixels ( i , j ) ,  y－d/2≦j≦y+d/2, such 
that one of  the I ( i , j－1)  and I( i , j )  i s  grea ter  thanμ
plus K and  the  o ther  is  smaller  thanμminus K.  

C2(x,y) is a function which evaluates the intensity difference 
between the central part and the boundary parts of S(x,y). 

After extracting the valley region from the face region, the 
proposed algorithm computes costs C(x,y) for all pixels (x,y) 
inside the valley region using the feature template proposed by 
[6]. The costs are given by (2). Next, as feature points, the 
proposed algorithms selects pixels (x,y) that give the local 
maxima of C(x,y).  

In the proposed iris detection algorithm, the irises are 
modeled by circles. Let (x,y) and r denotes the centers and the 
radii of the irises modeled by circles. 

According to [7], the separabilityηbetween regions R1 and 
R2 of the eye template is given by 
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where  
nk )2,1( =k : the number of pixels inside Rk , 
N=n1+n2, 

kP )2,1( =k : the average intensity inside Rk, 
mP :the average intensity inside the union of R1 and R2, 
iP  :the intensity values of pixels i. 

Letη(x, y, r) denote the separability between two regions R1

and R2 in the template with size r placed at pixel (x, y). As the
candidates for the irises, we select triplets (x, y, r) which give
the local maxima ofη(x, y, r). The circles defined by these
triplets are called blobs in this paper. 

Let Bi=(xi, yi, ri) denote blobs obtained by the procedure
shown in the last section. First, we apply the Canny edge
detector [9] to the head region and then measures the fit of
blobs to the edge image using the circular Hough transform
[10]. We give the equation of a circle by 

222 )()( rbyax =−+−                    (5)
where (a, b) is the circle center and r is the radius. 
Let P denote an edge point lying on the boundary of the

circle corresponding to the iris. If P has the position (x, y) and
the orientationθand the error ofθis at mostΔθ, the center(a,
b) of the circle lies on the arc given by R={(a, b)|a=x+r cos(t),
b=y+r sin(t),θ+π－Δθ≦ t≦θ+π+ Δθ}. Below, we
denote the arc defined above by (x, y, r,θ+π－Δθ,θ+π+
Δθ). In the experiments,Δθwas set to 45 [degrees]. 

First, for each r ∈ {ri –1, ri , ri +1}, and for each edge point P
inside the square region with center (xi, yi) and side-length 2r,
enumerating all integer points (a,b) on the arc (x, y, r,θ+π－

Δθ,θ+π+Δθ) where (x,y) andθare the position and the
orientation of P, vote for (a, b, r). Next, select (a, b, r) with the
largest vote. We denote the largest vote by V(i), which is called
the vote for Bi. 

Next, we first place the template of Fig.2(a) at the position
(xi, yi) on I(x, y) and then compute the separabilitiesη23(i) and
η24(i) by using Eq.(4), whereηkl(i) denotes the separability
between regions Rk and Rl. Similarly, we compute the
separabilitiesη25(i) andη26(i) using the template of Fig.2(b).  

Finally, the cost of each blob Bi is given as follows.   
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where  
V(i)  : the vote for Bi given by Hough transform,  
Vmax  : the maximum of V(i) over all blobs,  
U(i)  : the average intensity inside Bi, 
Uav   : the average of U(i) over all blobs. 
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Figure 2. The templates used to compute C2(i) and C3(i) 
 

For each pair of blobs Bi and Bj , let dij andθij denote the 
length and the orientation of the line connecting the centers of 
Bi and Bj . The proposed algorithm computes a cost for each 
pair of blobs Bi and Bj  such that L/４≦dij≦L and –30°≦ θij

≦30°where L is the difference between the x-positions of the 
left and right contours of the head. And, a pair of blobs with 
the smallest cost is determined to be the irises of both eyes. 

The cost of a blob-pair Bi and Bj is given by 
 

),(1)()(),( jiRjCiCjiF bb ++=           (7) 
 

where Cb(i) and Cb(j) are the costs computed by (6) and R(i, j) 
is the normalized cross-correlation value computed by using an 
eye template. 

For each pair of blobs Bi and Bj, the algorithm computes R(i, 
j) by using the following procedure. 

1) Apply an affine transform to the input image so that the 
centers of Bi and Bj are placed at the centers of the irises in the 
template, respectively. 

2) Compute the normalized cross-correlation value R(i,j) 
between the template and the image by using (1).   

3) If R(i,j) is smaller than 0.1, then set R(i, j) to 0.1. 
 
 

4. EXPERIMENTAL RESULTS 
 
We made experiments using face images of 80 pictures of 

near-front faces to evaluate the performance of the proposed 
face recognition system. 

The success rate of the proposed system was 97.5%. All 
failures occurred in face recognition were due to failures of the 
iris detection. We can say from the results of the experiments 
that the performance of the proposed system is very sensitive 
to the iris positions. 

 
5. CONCLUSIONS 

 
We proposed a new technique to recognize the unknown 

person in grayscale face images for which the position, scale 
and image-plane rotation of the face are unknown. The 
proposed system first detects the irises of both eyes and then 
normalizes the position, scale, image-plane rotation of the face 
in the image using the positions of the irises of both eyes. After 
that, the algorithm measures the degree of match between the 

image and the face template of each person using the
normalized cross-correlation value and determines a person
with the highest degree of match to be the unknown person in
the image. 
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