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Abstract - In this paper, we review researches on human faces from aspect of face recognition 
and face detection. Face emotion recognition are also reviewed. The study of human faces has 
much assistance on computer vision and machine learning research. We can identify the age, 
gender, and ethnic origin from faces. Face recognition systems are divided into the holistic 
approach and the analytic approach. The holistic approach treats a human face as 2D pattern 
of intensity variation. The analytic approach recognizes a human face using the geometrical 
measurements taken among facial features, such as eye and mouth. The face emotions are 
applied in robot to helf patients, senior citizens and disable people. Some time the robots are 
known as welfare robot. The face emotions are recognized using features such as eye, eye brow 
and mouth. These features play a vital role in emotion recognition. Face detection is a crucial 
step for face recognition and previously reported is classified into two groups: algorithms for 
detecting human faces in intensity images and algorithms for detecting human faces in color 
images. 
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1. INTRODUCTION 

 
The face recognition has many applications such as personal identification, criminal investigation, 
security work, and login authentication. Automatic recognition of human faces by computer has 
been approached in two ways: holistic and analytic. The holistic approach [1-6] treats a human 
face as 2D pattern of intensity variation. The analytic approach [1,7-9] recognizes a human face 
using the geometrical measurements taken among facial features, such as eye and mouth. Face 
gesture can be used for the recognition of the face emotion. Incase, if there is any abnormal 
emotion from the acquired image, it can be indicated by any thing such as robot, alarm etc. The 
Face Emotion Recognition includes the capturing of the real-time image using digital camera. The 
inputs are considered for the recognition of emotion. The preprocessing, feature extraction and 
classification are done simultaneously and a decision on the emotion recognition can be achieved.  

 
Face detection is a crucial step for face recognition. The face regions have to be detected from 

the images before the face recognition process. The face recognition algorithms previously 
reported are classified into two groups: algorithms for detecting faces in intensity images [12-15] 
and algorithms for detecting faces in color images [16-20]. 
 

2. FACE RECOGNITION 

 
We first show face recognition systems using the first approach. Chellappa et al. [10] and Samal et 
al. [11] gave excellent surveys of face recognition research prior to 1995. But, the face recognition 
area has become very active since 1995. Brunelli et al. [1] used template matching for face 
recognition. The algorithm prepares a set of four masks representing eyes, nose, mouth and face 
for each registered person (see Fig.1). To identify the unknown person in the image, the algorithm  
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first detects eyes using template matching and then normalizes position, scale and rotation of the 
face in the image plane using the detected eye position. Next, for each person in the database, the 
algorithm places his four masks on their positions relative to eye position and computes the cross-
correlation values between the four masks and the image. The unknown person in the image is 
classified as the person giving the greatest sum of the cross-correlation values of the four masks. 
 
Beymer [2] proposed a template based system for recognizing faces under varying poses. The 
algorithm produces several 2D views for each registered person by varying the face rotation out of 
the image plane. In the face recognition phase, the algorithm finds a 2D view that has the best 
match to the image and classifies the unknown person in image as the person corresponding to this 
view. Doi et al. [3] proposed a face identification system for automatic lock control. The basis idea 
of this system is the same as that of [1]. But, Doi et al. proposed a new template matching method 
which was robust to lighting fluctuation. Sato et al. [4] used a neural network instead of template 
matching. In the neural network, output units correspond to registered persons and input units 
correspond to pixels of the input image. Sato et al. trained the neural network using three face 
templates for each person. In the face recognition phase, the neural network computes an output 
vector from each test image. And, the unknown person in the image is classified as the person 
corresponding to the output unit that has the maximum value of the output vector if the maximum 
value is greater than a threshold value. 

 
 

 
Fig.1. Four masks used in the template matching. 

 
Turk et al. [5] used eigenspace method instead of template matching. This method constructs an 
eigenspace for each registered person using sample face images. In the face recognition phase, the 
test image is projected onto the eigenspaces of all registered persons to compute the matching 
errors. And, the unknown person in the image is classified as the person corresponding to the 
eigenspace giving the smallest matching error. Kirby et al. [6] proposed a similar method. Turk et 
al. [5] reported that the eigenspace method was relatively robust to variations in position, scale and 
pose of the face if the eigenspace of each person was constructed by using face images with 
different positions, scales and poses. But, if variations in position, scale and pose of the face are 
not so small, the method requires the normalization of the face. That is, the face has to be 
normalized to standard position, scale and pose. 
 
Not only eigenspace method but also template matching and neural network-based methods 
require the face normalization. The face normalization is a crucial step for holistic face recognition 
systems if the face in the image has unknown position, scale and pose. Next, we show face 
recognition systems using analytic approach. Although there are many face recognition systems 
using analytic approach [1,7-9], they are similar if we disregard the methods for detecting facial 
features. That is, the point of these systems is facial feature detection. So, we show the systems of 
[1] as an example of analytic face recognition systems because this system has been referred to by 
many researchers. 
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The results have been found to be satisfactory [27]. Robot-Assisted Activity (RAA) to provide 
physical and mental support and the emotion driven model for RAA has been proposed [28]. Japan 
community feels that robots can give more support for senior citizens. More researchers are 
concentrating on welfare robot for aged people in many countries. The robot has been proposed 
for the aged people where the robot can feel the emotion of these people and to support them. The 
construction of robot model uses hierarchical knowledge. The robot can perform complex actions 
based on the robot’s internal and external environmental information. Many robots are involved to 
support physically and mentally for the senior citizens. These robots work on the basis of face 
emotion control.  
 
The Face emotion recognition includes the capturing of the real-time image using digital camera. 
The preprocessing, feature extraction and classification are done simultaneously and a decision on 
the emotion recognition is achieved. A robot, named as IFBOL, understands a partner’s feeling 
[29]. IFBOL is a Sensibility Technology Communication Robot, can detect emotion, recognize 
conversation, go by affection of conversation partner and speak with sentiment. Mental health is 
very important to lead a safe and secured life. This IFBOL robot is able to communicate with 
people upon their feeling and stress. lFBOL expresses one’s feelings with eyelid and eye, besides 
learning the habit and personality of the conversing partner, so as to respond to the partner. 

  
In preprocessing, some processes such as gray scaling, edge detection and filtering [30] can be
performed. These processes are necessary for a good feature extraction and also for removing the 
unwanted noise in the images. The Gaussian filtering and a two level filtering can be applied to the 
image [31].  After preprocessing, feature extraction has to be carried out. The features of eye, lips, 
cheek, eye brows, mouth and skin contraction are extracted. There are several feature extraction 
methods available in the literature. Among the feature extraction methods, wavelet transform, 
eigenface, projection profile can be considered [32, 33].  These extracted features play a vital role 
in identifying the emotion of the face. These features are classified for the emotion classification. 
The emotions are classified out by using neural network, fuzzy logic and neurofuzzy [34, 35, 36
and 37].  

Fig 3. Various Emotions 

 Sad  Disgust  Joy 

Fear  Surprise  Anger 
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3. FACE DETECTION 

Face detection algorithms previously reported are classified into two groups: algorithms for 
detecting faces in intensity images [12-15] and algorithms for detecting faces in color images [16-
20]. [14] used a region-growing method to extract the face region from an intensity image. But, 
when the intensity difference between background and skin-region of the face is small, it is 
difficult to correctly extract the face region by the region-growing method. 
 
A neural network-based algorithm [12] requires many sample images for training the neural 
network. Specially, the number of nonface images needed to train the neural network is huge. In 
addition, the algorithm can detect only the right front faces. To detect faces with varying poses, we 
have to train the neural network using sample faces with many different poses. But, as the number 
of sample face images increases, the discrimination of face images from nonface images becomes 
difficult. 
 
The eigenspace method also requires many sample images for the construction of the eigenspace. 
If the number of sample images is not sufficiently large, the method can detect only faces whose 
patterns are similar to sample faces. In addition, to detect faces with varying poses, we have to 
construct many eigenspaces, each of which corresponds to one pose. If we construct only one 
eigenspace for faces with varying poses, the discrimination power of the eigenspace decreases. 
Thus, the eigenspace method requires so much time to detect faces with varying poses. 
 
Moghaddam et al. [13] used eigenspace method for face detection. This method constructs the 
eigenspace of the faces using sample face images with the same size. In face recognition phase, 
sub images with the same sizes as sample images are cut off from the test image and they are 
projected onto the eigenspace to compute the matching errors. The sub image with the smallest 
matching error gives the position of the face. 
 
Lin and Wu [14] used a region growing method to detect faces. This method can be used only 
when the background is considerably darker than skin of the face. Starting from a seed bright 
region detected inside the face skin, the method grows the seed region into a large connected 
bright region corresponding to the face skin. 
 
Lam et al. [15] used integral projections of the intensity image and its edge image for face 
detection. The top boundary of the head was found by horizontal integral projections of the two 
images. The left and right boundaries of the head were detected by vertical integral projections of 
the two images. 
 
Faces are significantly characterized by specific skin-color. Thus, the use of color information is 
useful for face detection. But, the skin has different colors if cameras or lighting conditions vary. 
Thus, extraction of skin-color pixels is not easy task. Many color spaces such as YCrCb [16,17], 
rgb [19], HSV (Hue-Saturation-Value) [20] and STV (Saturation-Tint-Value) [21] were used to 
extract skin-color pixels. 
 
Chai et al. [16] first extracts skin-color pixels using the conditions of 133�Cr�173 and 
77�Cb�127 and then applies morphological operations to the regions of skin-color pixels to 
detect the face region. Nagata et al. [17,18] approximates human heads by upright ellipses and 
defines a skin region and a hair region inside each ellipse. Generating ellipses, [17] computes a 
score for each ellipse. The score is given by the sum of three terms. The first term is the density of 
edge pixels on the boundary of the hair region. The second term is the density of skin-color pixels 
in the skin region. The third term is the density of dark pixels in the hair region. Heads are chosen 
from the generated ellipses according to nonincreasing order to their scores. 
 
Yang et al. [19] produces a Gaussian distribution model G(r,g) of skin colors (r,g) using the skin 
regions selected from sample images. And, color values (r,g) are determined to be skin colors if 
G(r,g) exceeds a threshold value. After applying morphological operation, [19] selects the largest 
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connected components of skin-color pixels as the face region. Sobottka et al. [20] first extracts 
skin-color pixels using a Gaussian distribution model of skin colors (H,S) and then selects the 
elliptical connected components as the candidates for the faces. After that, the face candidates are 
verified by searching for facial features inside of the connected components. 

 
 

4. CONCLUSION 

 
Face recognition systems are divided into the holistic approach and the analytic approach. The 
holistic approach treats a human face as 2D pattern of intensity variation. The analytic approach 
recognizes a human face using the geometrical measurements taken among facial features, such as 
eye and mouth. The some review of research in face emotion is done. The face emotion system 
plays vital role in robot to handle patient, disable people and senior citizens. The main 
beneficiaries of this work are hospital patients and also the hospital nurses and doctors.  Face 
detection is a crucial step for face recognition and previously reported is classified into two 
groups: algorithms for detecting human faces in intensity images and algorithms for detecting 
human faces in color images. Color information is useful to detect the face region. But, we cannot 
use color information for intensity images. For example, most of surveillance cameras nowadays 
installed in shops and airports are still intensity cameras. And, the electronic processing of mug-
shot or identity card databases requires to detect faces from intensity pictures printed on paper. 
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